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Strain-engineering stabilization of BaTiO3-based polar metals
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Polar metals, which possess ferroelectriclike polar structure and conductivity simultaneously, have attracted
wide interest since the first solid example, LiOsO3 (below 140 K), was discovered. However, the lack of room-
temperature polar metals hinders further research and applications. Thus abundant properties of polar metals
are unexplored. Here, with first-principles calculations, we report that the polar metal phase can be stabilized
in the strain-engineered BaTiO3 with electron doping. The mechanism relates to the competition between the
shifting of the t2g energy levels and the narrowing of their bandwidth. Surprisingly, it is predicted that the
ferroelectric-to-paraelectric transition temperature can be increased by electron doping when the strain is large
enough, which holds potential for room-temperature polar metals. Our results indicate that strain engineering is
a promising way to achieve BaTiO3-based polar metals, and they should have practical significance for obtaining
easily accessible, ecofriendly, and potential room-temperature polar metals.
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I. INTRODUCTION

The concept of “ferroelectric metal” was put forward by
Anderson and Blount [1] about half a century ago. LiOsO3, as
the first solid proof of a polar metal [2], which is a metal but
undergoes a ferroelectriclike phase transition around 140 K,
has inspired numerous studies recently [3–13]. Aside from the
potentially unusual properties [14–18], the most interesting
part about polar metals is that the free carriers and unscreened
long-range ordered dipoles could coexist. Considering the
origin of ferroelectricity, Puggioni and Rondinelli [19] pro-
posed that the polar metals should satisfy the “weak coupling”
between the free electrons at the Fermi level and the soft mode
phonons which lead to the polar structure.

The intrinsic polar metals are extremely rare. We summarize
that the alternative way is to design polar metals by considering
the weak-coupling rule as manifested in Fig. 1, by inducing a
polar structure in a metal, or by introducing itinerant carriers
into a ferroelectric (FE) material. “Geometric design” was
proposed to fulfill the former way; taking the ANiO3-based
polar metals as an example, the cooperative polar A cation
displacements are geometrically stabilized, while the partially
occupied band of Ni provides metallicity [13]. Here we focus
on the latter way. Since the low to high symmetry transition
induced by electron doping seems very general [20], the major
problem is how to keep the polar distortion of the ferroelectric
material while increasing the dope concentration. Recently, we
have proposed that “lone-pair” [21,22] ferroelectric materials,
such as PbTiO3, are promising candidates for polar metals
according to our first-principles investigations [23,24]. The
polar distortion was found not only to be persisting, but was
also being enhanced by the electron doping [23]. The weak-
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coupling mechanism makes sure that the free carriers that are
doped leave the long-range Coulomb interaction unscreened in
lone-pair ferroelectrics [24]. Very recently, we have reported a
room-temperature realization of a polar metal by fabricating a
series of Nb-doped PbTiO3 thin films [25]. The temperature-
dependent resistivity of the PbTi0.88Nb0.12O3 film showed
a metallic feature, while the scanning transmission electron
microscopy images clearly manifested the polar distortion.
However, the volatility of the lead and its environmental issues
restrict the fabrication and application for doped PbTiO3.

BaTiO3, as another traditional ferroelectric perovskite,
does not suffer from these problems. It has been found that
the polarization and the ferroelectric-to-paraelectric transition
temperature (TC) for undoped BaTiO3 [26] and BiFeO3 [27]
films are enlarged by compressive strain. However, Nb-doped
BaTiO3 thin films have been studied experimentally for about
10 years, but they are mostly reported on for the metal-insulator
transitions [28,29]. Recently, both theoretical works [30,31]
and experimental ones [32–34] have stressed that the electron
doping in BaTiO3 screens the long-range Coulomb interaction
and suppresses the polar distortion, indicating doping BaTiO3

may not be suitable for obtaining polar metals. On the other
hand, very recently, Takahashi et al. [35] have found a few
signs that the polar phase might coexist with the metallic
La-doped BaTiO3 thin films on GdScO3 substrates using
second-harmonic generation measurement, but more evidence,
such as scanning transmission electron microscopy measure-
ment or theoretical proving, is needed to confirm the existence
of the polar metal phase.

In this paper, by using standard density functional theory
(DFT) calculations (see the Supplemenatal Material [36], and
also Refs. [35,37–40]), we studied the combined effects of the
electrostatic doping and the compressive strain in BaTiO3. The
fully relaxed crystal unit cell of BaTiO3 without strain or dop-
ing is shown in Fig. 2(a). The in-plane and out-of-plane lattice
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FIG. 1. The diagram for the routine to obtain polar metals.

constants are taken as 3.973 and 4.067 Å, respectively, which
are in good agreement with the room-temperature experimental
values (3.992 and 4.036 Å) [35], respectively, considering the
thermal expansion. To simulate the biaxial strain imposed by
the substrate, we fully relax the lattice subjected to a constraint
on the in-plane lattice constant. BaTiO3 has transitions to
rhombohedral and orthorhombic phases at low temperature.
It is important to consider all the possible structures from
the material’s design perspective. However, based on previous
studies on the phase diagrams of BaTiO3 under epitaxial
constraints [41,42], the only phase transition that should be
considered is that from the ferroelectric P 4mm phase to the
paraelectric P 4/mmm phase if the compressive strain is larger
than −1% (corresponds to the in-plane lattice constant a <

3.94 Å from our calculation). Therefore, only the tetragonal
P 4mm phase and compressive strains are considered here. The
doping electrons are introduced to the system with a uniform,
positive background to achieve charge neutrality. We will show
that the polar metal phase can be stabilized under compressive
strain, and then how the strain affects the polar metal phase.
The mechanism of why and how the polar metal phase can
be stabilized by the strain will be demonstrated in the last
part of the Results section. Our findings will add the routine
of BaTiO3-based (and other non-lone-pair ferroelectric-based)

polar metals in Fig. 1, but with external conditions such as
strain engineering.

II. RESULTS AND DISCUSSIONS

A. Combined effects of strain and doping

As the ferroelectric polarization is an ill-defined quantity
in metallic materials, here we define a new physical parameter
P ′ to characterize the polar distortion in electrostatically doped
BaTiO3,

P ′ = Bl − Bs

Bl + Bs

= Bl − Bs

c
,

where Bl and Bs represent the long and short Ti-O1 bond
lengths, respectively, shown in Fig. 2(a); c denotes the out-
of-plane lattice constant. P ′ mainly reflects the extent of polar
distortion. Larger P ′ represents larger polar distortion. If P ′
is 0, the structure stays in highly symmetric phase with no
polar distortion. In addition, the quantity (Bl − Bs) is plotted
in Fig. S1 in the Supplemental Material [36] for obtaining
the Ti off-centering more intuitively. We also define an en-
ergy difference dE, with dE = EP 4/mmm − EP 4mm, where
EP 4/mmm and EP 4mm represent the total energy corresponding
to the highly symmetric tetragonal phase (P 4/mmm) and the
polar phase (P 4mm) under compressive strain, respectively.
Larger dE means a more difficult transition from P 4mm to
P 4/mmm, which indicates a more stable polar structure of the
P 4mm phase. Larger dE also infers a larger TC , which can
be understood as a completely thermal activation mechanism.
Therefore, the amplitude of dE serves to characterize the
stability of the P 4mm phase and the qualitative trend of TC .
In order to clearly demonstrate that the polar metal phase
can be stabilized by the strain, we also define a critical dope
concentration nC , beyond which P ′ = 0.

To obtain the combined effects of strain engineering and
electrostatic doping on the polar distortion and the stability
of BaTiO3-based polar metals, we computed P ′ and dE

shown in Figs. 2(b) and 2(c), respectively, as functions of
the electrostatic dope concentration ne and the in-plane lattice

FIG. 2. The calculated BaTiO3 crystal unit cell (a), where Bs and Bl represent the short and long Ti-O1 bond lengths, respectively. The
heat map diagrams of P ′ (b) and dE (c), respectively, as functions of the dope concentration ne and the in-plane lattice constant a, where
dE = EP 4/mmm − EP 4mm. Green line in (b) represents the critical concentration nC , beyond which P ′ = 0. Orange shadow in (b),(c) represents
the region for obtaining the polar metal phase with nonzero ne and P ′.
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FIG. 3. (a) a, c, and unit cell volume versus ne. (b) The ratio c/a and cation-oxygen relative displacements versus ne. In (a),(b), the squares
are calculated results. The dashed lines represent the boundaries of two adjacent regions, in which the green one also represents the critical
concentration nC . Orbital resolved DOS of three t2g orbitals with ne equals 0.03 e/u.c. (c), 0.1 e/u.c. (d), and 0.17 e/u.c. (e), corresponding to
the regions I–III in (a),(b), respectively. In (c)–(e), the zero point of energy is placed at the Fermi level (EF ). The yellow areas with yellow
arrows represent the doping electrons. The isosurface demonstration of charge density distributions of the doping electrons is drawn with the
same scale in the inserted pictures. Note that the DOS of dyz and dxz orbitals always overlaps because these orbitals are degenerate due to the
crystal symmetry.

constant a. Note that in our calculation, a = 3.78 Å is close
to a -5% compressive strain which is difficult to achieve
by epitaxial growth. We hope these results could shed some
light on obtaining polar metals in some other ways such as
high-pressure experiments or using other materials. The critical
dope concentration nC is denoted as the green lines in Figs. 2(b)
and 2(c). It is found very promising that a large region shown
as the orange shadow in Figs. 2(b) and 2(c) can be engineered
to obtain a polar metal. In addition, the phase diagrams in
Refs. [41,42] indicate that TC in undoped BaTiO3 increases
with larger compressive strains, which agrees with the trend of
dE(ne = 0) in Fig. 2(c). From Fig. 2(b), we can see that when
a is within 3.86–3.94 Å, electron doping enhances the polar
distortion (with increased P ′) at lower doping level, then re-
duces the polar distortion (with decreased P ′) at higher doping
level. When a is smaller than 3.86 Å, electron doping within
0.4 e/u.c. (electrons per unit cell) will always enhance the
polar distortion (with increased P ′). Furthermore, compressive
strain (with decreased a) enhances the polar distortion (with
increased P ′) for any dope concentration. It is also worth
noticing that nC is increased significantly by compressive
strain, which even exceeds 0.4 e/u.c. with a less than 3.9 Å.
From Fig. 2(c), we can see that the stability parameter dE of the
P 4mm phase (polar metal phase with a nonzero electrostatic
doping) shows similar trends, as well as TC . The stability
is always weakened by doping with lattice constant a larger
than 3.86 Å (with decreased dE). This should account for
the monotonously decreased TC of BaTiO3 with increasing La
doping on the GdScO3 substrate (3.970 Å) [35]. Surprisingly,
when a is smaller than 3.86 Å, the stability can be improved by
doping (with increased dE), as shown in Fig. 2(c). Therefore,
we predict that TC can be increased by low doping with a large
compressive strain, indicating a potential room-temperature
polar metal.

B. Weak-coupling region

To understand why the compressive strain can stabilize
the polar metal phase in BaTiO3, we start with reviewing the
electrostatic doping effects without strain. The evolution of the
BaTiO3 unit cell structure as a function of electron doping is
illustrated in Figs. 3(a) and 3(b). Trends of the c/a ratio and
cation-oxygen relative displacements are in agreement with
previous reports [30,31]. Here, the critical concentration nC is
about 0.134 e/u.c. (2.0 × 1021 cm−3) from our calculations,
being slightly larger than the reported 0.11 e/u.c. (1.9 ×
1021 cm−3) [29], caused by different computational methods.
NC also indicates a transition concentration from region II to
III, denoted by the green line in Figs. 3(a) and 3(b). Apart
from the similarities, a distinct terrace of the volume curve
in Fig. 3(a) is identified. The unit cell volume does not keep
growing with increasing the dope concentration. Instead, it is
nearly unchanged within the doping range around 0.06–0.134
e/u.c. (0.93−2.0 × 1021 cm−3) denoted as region II in Fig. 3(a).
Meanwhile, the polar distortion decreases dramatically in this
region, which is, however, nearly unaffected with a lower
dope concentration, as shown by the Ti-O and Ba-O relative
displacements in region I of Fig. 3(b).

To demonstrate the mechanism of the structure deformation
behavior with doping, the orbital resolved density of states
(DOS) for Ti atoms with various doping densities is drawn
in Figs. 3(c)–3(e). As three t2g orbitals (dxy , dyz, and dxz) of
the center cation (Ti) in the oxygen octahedron configuration
have the lowest energy among the five 3d orbitals, and the
electronic states of the Ti 3dxy orbital locate at the conduction
band minimum (CBM) due to the polar distortion along the
c axis, the electrons doped only distribute in the dxy orbital
when the doping level is very low, as shown in Fig. 3(c). We
find the screening from these electrons is so anisotropic that the
c-oriented polarization is hardly affected, which is similar to
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that in the electron-doped lone pair SnTiO3 [24]. These results
indicate that there is very little coupling between the conduc-
tion electrons at the Fermi level and the soft mode phonons for
generating the polar structure in this case. This weak-coupling
region at low doping density is marked by region I in Figs. 3(a)
and 3(b), explaining why the polar distortion seems unaffected
by doping. With increasing dope concentration [marked by
region II in Figs. 3(a) and 3(b)], the electrons start to fill
in the dyz/dxz states, and the charge density distribution of
doping electrons tends to be a little isotropic, as shown in
Fig. 3(d). The screening of c-oriented polarization reduces
the polar displacements and the out-of-plane lattice constant
dramatically, as shown in Figs. 3(a) and 3(b). Therefore,
although the in-plane lattice constant keeps increasing with
doping, the volume remains unchanged and forms a terrace in
region II [Fig. 3(a)]. When the dope concentration further rises
and reaches nC , the screening becomes completely isotropic
as manifested in Fig. 3(e), and the P 4mm phase transforms
into the Pm3̄m cubic phase as shown in region III in Figs. 3(a)
and 3(b).

To further confirm the weak-coupling feature, we con-
duct the following analysis, based on the well accepted un-
derstanding that the covalence Ti-O bonding interaction is
the driving force of ferroelectric distortion, resulting in the
soft modes in the highly symmetric cubic structure [43,44].
The DOS of the total unit cell and Ti 3d orbitals with
various doping densities is plotted in Fig. S2 in the Sup-
plemental Material [36], from which we can see that the
Ti-O hybridization mainly locates within −6.5 to −3.5 eV
below the Fermi energy. The corresponding real-space charge
density distribution with various doping densities is illus-
trated in Fig. S3 in the Supplemental Material [36]. The
distinct covalence bonding feature between the center Ti
atom and surrounding O atoms with very low doping
[0.03 e/u.c. as shown in Fig. S3(b)] is not weakened as com-
pared to the undoped case [Fig. S3(a)], nor is the driving force
of the polar distortion, showing a weak-coupling feature. How-
ever, the covalence bonding feature disappears in Figs. S3(c)
and S3(d), in agreement with the feature in Figs. 3(a) and 3(b).

C. Strain-engineering stabilization of polar metal phase

To reveal why strain can stabilize BaTiO3-based polar
metals, we present the subtle relationship between the shift
of the t2g energy levels and the narrowing of their bandwidth
in Fig. 4.

As aforementioned, the energy of the dxy orbital is lower
than those of the dyz/dxz orbitals. With compressive strain, the
decrease of in-plane lattice constant a enlarges the out-of-plane
lattice constant c. The change of the oxygen octahedron crystal
field shifts the energy of the Ti 3d orbitals correspondingly.
The energy level of the dxy orbital is raised, while the dyz/dxz

orbitals gain energy and are decreased. Thus the energy interval
between the dxy and dyz/dxz orbitals becomes smaller with
compressive strain, which should reduce the dxy proportion at
the CBM, as schematically demonstrated in Fig. 4(a). On the
other hand, the bandwidth of the dyz/dxz orbitals is markedly
narrowed due to the diminished overlap between the wave
functions along the z direction with enlarged lattice constant
c. From Figs. 4(b)–4(d), we can also clearly see the narrowing

FIG. 4. (a) Diagram of the t2g levels shifting and the consequent
DOS shifting without narrowing of bandwidth with strain. The calcu-
lated orbital resolved DOS of three t2g orbitals with a equals 3.93 Å
(b), 3.9 Å (c), and 3.8 Å (d), respectively, without doping. E� denotes
the energy difference of the band bottoms for dyz/dxz with respect
to that for dxy . In (b)–(d), the zero point of energy is placed at the
CBM. The yellow areas with yellow arrows schematically represent
the doping range corresponding to the weak-coupling region. The
inserted pictures show the corresponding unit cell structures. The dyz

and dxz orbitals are degenerate, so their DOS always overlaps.

of the DOS for dyz/dxz orbitals with decreased lattice constant
a. The amplitude of bandwidth narrowing is much larger than
the shift of energy levels with application of a compressive
strain, resulting in a larger energy difference E� of band
bottoms for the dyz/dxz with respect to that for the dxy (CBM).
Therefore, the CBM has more dxy feature when applying
a larger compressive strain, which equivalently extends the
width of the weak-coupling region [region I in Figs. 3(a)
and 3(b)], making the polar distortion unaffected in a larger
doping range. Moreover, the doping electrons mainly distribute
on Ti, which increases the Coulomb electrostatic repulsion
between the Ti cation and O anions, and enlarges the average
bond length of the Ti-O bonds. The constraint of the in-plane
lattice constant further enlarges the lattice constant c, making
the above mechanism more robust.

To further confirm the above mechanism, two sets of DOS
demonstrations that include electron doping and epitaxial
strain are plotted in Fig. 5. With a being fixed to be 3.88 Å, as ne

increases from 0.25 to 0.35 e/u.c., the polar distortion decreases
as shown in Fig. 2(b). From the calculated DOS illustrated
in Figs. 5(a)–5(c), we can see that more electrons are doped
into dyz/dxz states, indicating the doping level shifts from
region I to region II. Thus 0.3 e/u.c. approximately represents
the boundary between regions I and II. Then, with ne being
fixed to be 0.3 e/u.c., as a decreases from 3.90 to 3.86 Å,
the polar distortion increases as shown in Fig. 2(b). From
Figs. 5(d)–5(f), we can see that the bandwidth of the dyz/dxz

orbitals is dramatically narrowed, eventually leaving almost all
the doping electrons distributed in the dxy states only, which
indicates the doping level shifts from region II to region I.
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FIG. 5. The calculated orbital resolved DOS of three t2g levels
with in-plane lattice constant a = 3.88 Å but various doping (a)–(c)
and with ne = 0.3e/u.c. but various a (d)–(f). The zero point of
energy is placed at the Fermi level (EF ). The dyz and dxz orbitals
are degenerate, so their DOS always overlaps.

Therefore, the above results agree well with the mechanism
we proposed.

To summarize, with compressive strain, the electronic struc-
ture favors stabilization of the polar metal phase by enlarging
the doping range of the weak-coupling region, due to the much
more remarkable bandwidth narrowing than the energy levels’
shifting.

III. SUMMARY

In conclusion, by using DFT calculations, we conduct
theoretical investigations on the combined effects of in-plane
biaxial compressive strain and electrostatic doping on the
polar distortion and the stability of BaTiO3-based polar metals.

Critical concentration with various strains has been proposed
to achieve polar metal phase. It is found to be very promising
that with a large range of dope concentrations and kinds of sub-
strates (with a smaller lattice constant than BaTiO3), BaTiO3

can be engineered into a polar metal. Moreover, the stability of
the polar metal phase is found to be significantly improved
by strain engineering. Surprisingly, it is predicted that the
ferroelectric-to-paraelectric transition temperature (TC) should
be improved by electron doping with a large enough strain,
indicating BaTiO3-based room-temperature polar metals are
potentially achievable. To understand why the compressive
strain can stabilize the polar metal phase, the crystal structure
evolution behavior versus doping without strain in BaTiO3 is
reviewed, and a weak-coupling region is identified with low
doping densities; it is found that the compressive strain can
enlarge the doping range of the weak-coupling region. Further-
more, the strain-engineering stabilization of the BaTiO3-based
polar metal phase is explained from the electronic structure
perspective, and the mechanism behind it is revealed as the
dominated narrowing for the t2g bandwidth.

Our results indicate that strain engineering is a promising
way to achieve BaTiO3-based polar metals. We believe these
findings will contribute to the fabrication and application of
easily accessible, ecofriendly, and potential room-temperature
polar metals, and further facilitate the exploration of more
abundant and fascinating properties of polar-metal-based
devices.
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